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Weak interactions, such as those non-covalent interactions
that occur in biological systems, are less well characterised
than their strong, covalent counterparts. Here, we discuss
associations between two or more molecules and consider the
effect of interactions with solvent molecules (particularly
water) and changes in the internal structure of the associat-
ing molecules on binding. We go on to discuss some of the
progress that has been made in the estimation of binding
constants.

1 Introduction

In this article, we use the definition that ‘weak interactions’ are
those involving bonds which are comparable to thermal
energies. In such systems, equilibrium constants between two
possible states can frequently be varied (often drastically) in the
temperature range 0–100 °C. The study of weak interactions is
a topic of great current interest because it is these non-covalent
interactions which determine the stability, for example, of DNA
duplexes, of the folded states of proteins, of enzyme–substrate
complexes, and of ligand–receptor interactions. A deeper
understanding of weak interactions is highly desirable not
simply because of the intellectual drive to understand the above
systems, but also because of the wish of the pharmaceutical
industry to ‘rationally’ design new drugs. We largely discuss an
approach developed in our laboratory, which builds on the
earlier work of others (particularly Jencks).1,2 We first discuss
associations where in the ideal case the associating entities do
not interact strongly with solvent, nor do they change their
structures significantly upon association. Second, we go on to
consider associations in polar media, particularly water, and
where the associating molecules may modify their internal
structures upon binding. Lastly, we discuss some of the progress
that has been made in the estimation of binding constants.

2 Model 1: Where A and B do not interact strongly with
solvent, nor do they extensively modify their structures
upon association

Perhaps the most commonly used expression for the represen-
tation of a reversible association is eqn. (1).

A + B"A·B (1)

This kind of formalism has arisen because it is very useful in
considering the association of, for example, two water mole-
cules to give a hydrogen bonded dimer. To a good approxima-
tion, each water molecule (one designated A and the other B)
retains the same internal structure in the dimer as in the
dissociated state. Thus, as a useful approximation, the bonding
between A and B in A·B can be represented as a property of the
interface between A and B. The approximation works well
because the bonds within A and B are strong compared to the
bonding between A and B. In such circumstances, we have
previously argued3,4 that the restriction of motion which occurs
when the association of eqn. (1) takes place (measured in terms
TDS, where T is the temperature, 298 K, and DS is the overall
loss of entropy of translation and rotation) will be related to the
exothermicity of the association (DH) by a curve of the general
form shown in Fig. 1.

The direction of curvature arises because motional restriction
reaches a limit of TDS ≈ 50 to 60 kJ mol21 for the
immobilisation of a molecule of mass of ca. 100–300 at room
temperature, and this limiting entropy loss is approached much
before covalent bond strengths are reached. The general shape
of this curve has subsequently received theoretical support,5 and
we reproduce here experimental data for associations occurring
in methylene chloride solution (Fig. 2).4 As a good approxima-
tion, the species involved in these associations do not interact
strongly with the solvent, nor do they modify their structures on
association. Since DG = 2RTlnK = DH2 TDS, the direction
of curvature satisfies the requirement that in these simple
systems the equilibrium constant for association will increase
with increasing exothermicity of association. More importantly,
the curve qualitatively emphasises how the adverse entropy of
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association increases gradually as a function of increased
bonding of the associating entities, i.e. how increased bonding
gradually restricts the dynamic motion in A·B.

3 Problems in trying to obtain the free energy of binding
of specific groups in networks of weak interactions

Much effort has gone into attempts to estimate free energies of
binding for common types of weak interactions [e.g. the
hydrophobic effect (Å22), amide–amide hydrogen bonds, and
salt bridges] as they occur as parts of a network of weak
interactions. To understand the problems inherent in such an

approach, let us first consider binding in a non-polar solvent
where there are no internal rotations to be restricted on binding.
A favourable free energy contribution to binding (DGp) can
occur for any pair of electrostatic interactions (e.g. amide–
amide hydrogen bond formation) found in the binding site. It is
possible to consider the sum of all such pairs of interactions
(SDGp). These binding terms are opposed by the entropic cost
of reducing the overall motion of the ligand when it binds to its
receptor. This is described as DGt+r, the adverse free energy
change due to loss of entropy of translation and overall rotation.
Thus, if the observed free energy of binding is DGobs, an
attempted partitioning can consider the approximation eqn.
(2).

DGobs = DGt+r +SDGp (2)

The reason for believing that eqn. (2) might serve as a useful
approximation derives from a limiting case considered in 1981
by Jencks.2 Consider that two species X and Y can associate,
separately as at left, or connected together by a strain free
connection as at right, into two distinct binding sites of a
receptor (Scheme 1). In the ideal and limiting case, X, Y, and
X–Y all lose all their translational and (overall rather than
internal) rotational entropy on binding to the receptor; this
corresponds to the value of TDS ≈ 50 to 60 kJ mol21 for
immobilisation referred to above. Thus, in applying eqn. (2) to
all three possible binding events (of X, Y, and X–Y to the
receptor) the adverse value of DGt+r would be the same 50 to 60
kJ mol21 in all three cases.

Let us hypothetically (and unreasonably—see later) select the
binding constants of X and Y as KX = KY = 103 dm3 mol21,
and take the loss of entropy as the limit, DGt+r ≈ 57 kJ mol21

(because each 5.7 kJ mol21 opposes binding by a factor of 10 at
room temperature). The price in entropy only has to be paid
once in the binding of X, Y, or X–Y. Applying eqn. (2), the
intrinsic binding affinity (the limiting DGp value, defined by
Jencks2 as the binding affinity expressed when association
occurs without adverse entropy) of both X and Y can be derived.
When X (or Y) binds alone to the receptor, we know that DGobs
≈ 217.1 kJ mol21 (K = 103 dm3 mol21) and DGt+r ≈ + 57.0
kJ mol21, such that eqn. (3) holds.

DGp(X) = DGobs2D Gt+r = 217.12 57 = 274.1 kJ mol21

(3)

Now, if we consider the binding of X–Y, the lost entropy is
again in the limit DGt+r ≈ + 57.0 kJ mol21 and the hypothetical
DGobs from eqn. (2) is given by eqn. (4).

DGobs(X–Y) = DGt + r + SDGp = D Gt+r = + DGp(X) +
DGp(Y)

= + 57.02 74.12 74.1 = 2 91.2 kJ mol21 (4)

Thus, if KX = KY = 103 dm3 mol21, then from the above
analysis, KX–Y ≈ 1016 dm3 mol21.

Although this example illustrates the principle of an extreme
case, it is also clear that it involves an assumption which is
physically completely unrealistic. Any association with
K = 103 dm3 mol21 would not occur with complete loss of
translational and rotational entropy, but rather with only partial
loss of this entropy. The contribution of Fig. 1 towards an
understanding of the problem is that a semi-quantitated form
would allow a crude guideline to the entropic cost (due to loss
of translational and rotational entropy) as a function of the
strength of the electrostatic interaction formed. That is, for a gas
phase association the horizontal axis of Fig. 1 is the DGt+r term

Fig. 1 The general form of the extent of the exothermicity of association
(DH°) A + B?A·B as a function of the entropic cost (DS°) at a temperature
of 298 K. There is a limit in the price in entropy to be paid (due to loss of
translational and rotational freedom) and this limit is approached before
covalent bond strengths are approached.

Fig. 2 Enthalpy (DH°) vs. entropy (298DS°) for the association of
macrocycles with neutral molecules in dichloromethane. Data collected by
Izatt et al.39 Very weak exothermic associations have favourable entropies
due to desolvation [an effect which is absent for an idealised non-polar
solvent (or gas phase) (Fig. 1)].

Scheme 1
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and the vertical axis is the DGp (or SDGp) term (although not
the limiting DGp term as defined by Jencks). We see how, in
qualitative terms, the term opposing association (DGt+r) by
restricting motion is played off against the term promoting
association [DGp (or SDGp)] by favourable bonding inter-
actions. The gas phase description is carried over to the case of
association in non-polar solvents as a useful approximation.
Since even a non-polar solvent will always interact finitely with
the associating species that are dissolved in it, the nature of the
approximation is exposed by the fact that the plot does not pass
through the origin in Fig. 2. Where X and Y associate with very
low exothermicity, the adverse DGt+r term for the association is
very small, and is more than offset by the favourable entropy of
release of solvent. The curve therefore tails into the TDS > 0 of
Fig. 2, very weakly exothermic associations occurring with a
net favourable entropy.

Let us now consider some physically plausible cases in terms
of the entropy–enthalpy compensation curve. In the situation we
consider first (solid lines in Fig. 3), the simplifying assumption
is made that the exothermicity of the association of X–Y with
the receptor is simply the sum of the exothermicities when X
and Y bind separately (DHX–Y = DHX + DHY). Suppose X
alone binds with an exothermicity of 20 kJ mol21, and Y with
an exothermicity of 50 kJ mol21. On the basis of Fig. 3, the
respective adverse TDSt+r terms would be approximately 20
and 38 kJ mol21, giving rise to DGX and DGY of 0 and 12 kJ
mol21 (KX = 1 and KY = 1.3 3 102 dm3 mol21 at 298 K).
Taking the exothermicity of binding of X–Y as 70 kJ mol21,
from Fig. 3 the cost in TDSt+r is 46 kJ mol21, giving DGX–Y as
24 kJ mol21 (KX–Y = 1.6 3 104 dm3 mol21). Thus, in this case
of X binding with a relatively small exothermicity, and Y
binding with a moderate exothermicity (case 1, Table 1), the
enhancement of binding constant of X–Y relative to its separate
components (expressed as KX–Y/KXKY) is ca. 102. In contrast, if
the exothermicities of binding of X and Y are respectively 50
and 70 kJ mol21, then the respective TDSt+r values for X and Y
are estimated as 38 and 46 kJ mol21, giving rise to DGX and
DGY of 12 and 24 kJ mol21 (KX = 1.3 3 102 and KY = 1.6 3
104 dm3 mol21 at 298 K); X–Y binds with an exothermicity of
120 kJ mol21, and an adverse TDSt+r value of 50 kJ mol21

(TDSt+r is approaching its limit), giving DGX–Y as 70 kJ mol21

(KX–Y = 1.9 3 1012 dm3 mol21). In this case of X binding with

a moderate exothermicity, and Y binding with a larger
exothermicity (case 3), the enhancement of binding constant of
X–Y relative to its separate components (expressed as KX–Y/
KXKY) is ca. 9 3 105 dm3 mol21. The most important of these
data, along with the analysis of one where the X and Y
exothermicities are respectively small and large (case 2), are
summarised in Table 1. Whatever a more precise form of Fig. 3
may be, given only the generality that more exothermic
interactions approach a limiting cost in entropy, it is seen that
this expression of cooperativity (the classical chelate effect) is
greatest where each of the associations of X and Y are quite
strongly exothermic. (It is for this reason that the hypothesis
KX = KY = 103 dm3 mol21 made at the beginning of this
section, for the purposes of illustration of an intrinsic binding
affinity, is an unreasonable one: if X and Y lose essentially all
their entropy in binding to a receptor, the binding into the
receptor sites would have to be very strong, and KX and KY
would have to much greater than 103 dm3 mol21).

We can in fact make a simple refinement of the situation
considered thus far. The consequences of this refinement will be
considered for case 1 in Table 1. For each of the X and Y
interactions, only a part of the total theoretical maximum
translational and rotational entropy which could be lost is lost
(cf. Fig. 3). This is because, in a weak interaction, the theoretical
maximum bonding (which could be expressed at 0 K) is not
expressed at room temperature due to the opposing entropic
advantage of residual motion, resulting in an average position in
the enthalpic well corresponding to an exothermicity of 20 kJ
mol21 when X binds alone and 50 kJ mol21 when Y binds
alone. However, if the restriction of motion is aided by a
neighbouring exothermic interaction, then the average position
in the enthalpic well will correspond to some larger exo-
thermicity. This is because the binding of the X part of X–Y is
aided by the binding of the Y part of X–Y, and vice versa. Thus
in the general, and real, case it is to be expected that the
exothermicity of binding of X–Y will be greater than the sum of
the exothermicities with which X and Y separately bind. The
effect of this second cooperative factor, which is quite distinct
from that described to give the numbers in Table 1, is illustrated
by a hypothetical example in Fig. 3. The solid horizontal lines
indicate the enthalpies of association of X, Y, and X–Y (20, 50
and 70 kJ mol21, respectively) for case 1 (Table 1), analysed
with the previous simple assumption that the exothermicity of
association of X–Y is equal to the sum of X and Y. The dotted
lines indicate the corresponding analysis allowing for the effect
now being considered, whereby X–Y binds more exotherm-
ically than the sum of its parts, since in X–Y, X helps to anchor
Y, and Y helps to anchor X. The increase in binding energy of
X–Y due to this effect is DDH 2 298DDS (Fig. 3). Fig. 3 has
been drawn to illustrate the physically likely consequence that a
weakly exothermic interaction (of X) is likely to be strength-
ened more by the assistance of a stronger adjacent interaction
(of Y) than vice versa. The importance of this last analysis is in
a case where X and Y bind in a strain free manner as X–Y
through a direct connection of X and Y. The enhancement of
binding should occur not simply through a classical entropy
driven chelate effect, but also as a consequence of an improved
enthalpy of binding. It is this latter consequence that precludes
the derivation of free energies of binding which are character-

Fig. 3 Entropy–enthalpy compensation curve illustrating the enthalpy and
related entropy values for the association of X and Y with a substrate where
DHX = 20 kJ mol21, DHY = 50 kJ mol21, DHX–Y = 70 kJ mol21 (solid
lines). When X and Y are tethered together, the binding of X will enhance
the binding of Y and vice versa. This is represented by the dashed lines.

Table 1 First approximation for estimating some hypothetical relative
magnitudes of chelate effects as a function of exothermicities of
association

Case DHX
a DHY

a KX
b KY

b KX–Y
b KX–Y/

KXKY
c

1 220 250 1 1.3 3 102 1.6 3 104 1.2 3 102

2 220 270 1 1.6 3 104 2.3 3 107 1.4 3 103

3 250 270 1.3 3 102 1.6 3 104 1.9 3 1012 9.0 3 105

a kJ mol21. b dm3 mol21. c mol dm23.
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istic of common functional groups, even in relatively simple
systems. The binding energy obtainable from any specified
weak interaction will always be context dependent. In sections
5 and 6 we present experimental data to support this view.

4 Model 2: Where associations occur in water

Having considered weak associations occurring where the
interaction with solvent is relatively weak, we now turn to the
more complex situation of associations in water. Much effort
has gone into attempts to estimate free energies of binding for
common types of weak interactions [e.g. the hydrophobic effect
(Å22),6–9 amide–amide hydrogen bonds10–16 and salt
bridges10,17–19] as they occur as parts of a network of weak
interactions in water as solvent. For convenience, we may
consider two kinds of models in this area. First, those systems
where it might be a useful approximation to consider that the
associating entities A and B retain their structures in the
associated state, except insofar as there might be restrictions of
internal rotations of A and/or B. Second, where A and B do not
retain their internal structures in the same form; we reserve
considerations of these cases until section 6. In the former case,
eqn. (5) would form a simple extension of eqn. (2) for strain-free
systems: eqn. (5).

DGobs = DGt+r +DGr +DGh +SDGp (5)

Here, the contributions which promote binding are the familiar
term SDGp, and the new term: DGh, the contribution from the
hydrophobic effect, which corresponds to the favourable free
energy of binding arising from the removal of hydrocarbon
surface area from water upon association. It is a term which is
conveniently separated from other binding terms for two
reasons. First, at room temperature it is essentially purely an
entropy term—favourable because when hydrocarbon surface
area is removed from exposure to water, the water structure
becomes more disordered.20 Second, its magnitude is propor-
tional to the surface area of hydrocarbon removed from
exposure to water.6–9 This surface area is frequently conven-
iently measured from modelling studies. The terms which
oppose binding are the familiar DGt+r term, and the new term
DGr due to loss of entropy associated with the restriction of any
internal rotations which may occur on binding. If this loss of
entropy is DSr, then at 298 K, DGr = 2298DSr.

A problem in applying eqn. (5) will presumably derive from
the same source as in applying eqn. (2). For example, if we add
a polar group into a binding site, and then measure the change
in DGobs, we will in the general case not obtain a true DGp value
because the addition of the polar group increases the adjacent
interactions in a manner analogous to the arguments already
presented for the case in non-polar solvents. It is true that the
addition of the polar group will also increase the adverse DGt+r
term, but the crux of Fig. 1 and 3 is that the benefit to binding
of the extra bonding will outweigh the extra cost in entropy. The
key conclusion is that deletions (including mutation studies on
proteins) of groups which contribute to binding in strain-free
systems will normally be expected to give DGp values which
are too large. In the following section we present data for
binding in water to support this conclusion.

5 Attempts to obtain individual group contributions to
binding and cooperativity at an interface

In the early 1990s, we selected glycopeptide antibiotics of the
vancomycin group, in their binding of bacterial cell-wall
peptide analogues as a vehicle to test the application of the
approximation represented by eqn. (5). Since we now know in
what way this approximation is likely to err, what have we been
able to learn from the studies?

Since the study involved restriction of internal rotations
within the bacterial cell-wall peptide analogues upon binding to
the antibiotics, we required guides to DGr. This parameter was
taken to lie in the range 2–5 kJ mol21; the lower end of this

range came from the restriction of internal rotations for the
formation of crystals from the liquid state,6,21 and the upper end
from the restriction of internal rotations in the formation of
small rings from linear hydrocarbons.22 The smaller values (2–3
kJ mol21) presumably reflect the larger residual motions in
crystals compared to tight ring structures, and therefore are
probably more appropriate to the associations commonly found
in biology.

We were able to delete methyl groups, and amide–amide
hydrogen bonds in the antibiotic binding sites, and so evaluate
the apparent binding energies associated with these entities. Our
first attempts carried out the partitioning incorrectly, and gave
amide–amide hydrogen bond strengths which were far too high
(ca. 20 kJ mol21 in water).23,24 A more appropriate partitioning
gave these bond strengths in the range 0–7 kJ mol21, and a
hydrophobic effect of 0.20 kJ mol21 Å22 (of hydrocarbon
buried from water on binding).6 Interestingly, the values are in
good accord with the apparent binding energies obtained by
protein engineering experiments (1–8 kJ mol21, and a hydro-
phobic effect of 0.23 kJ mol21 Å22).7 Despite this agreement,
the arguments presented in sections 2 and 3 suggest that these
values should be larger than the true local binding energies. We
now present two of our most recent studies which support this
conclusion.

(i) We have examined binding of the ligands 1 to 4 into the
binding site of vancomycin group antibiotics. As the network of
interactions which increases along the series 1 to 4 is extended
(to the left as displayed in Scheme 2), the strength of the
hydrogen bond between the carboxylate oxygen atom of the
ligands and the antibiotic NH (designated w2) gradually
increases.25 Thus, the carboxylate anion is bound more strongly
into the pocket which receives it as it is aided in this binding by
adjacent interactions which help to restrict the ligand motion.
This result indicates that if amide–amide hydrogen bond free
energies are inferred from free energies of binding in the series
1 ? 2 ? 3, then the derived hydrogen bond strengths will be
too large, for the addition of these hydrogen bonds to the
network increases the strengths of adjacent interactions.

(ii) We have also examined the ligand series 3, 5, 6 and 7.
In every case, it is observed that a change in the ligand of a Gly
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to an Ala increases the strength of the hydrogen bond from
carboxylate oxygen to w2, the antibiotic NH.26 Thus the
apparent increased binding energies from the Gly ? Ala
‘mutations’ must reflect in part a contribution from the increase
in strength of this adjacent hydrogen bond. This cooperative
strengthening of adjacent interactions can account for the fact
that the values cited earlier in this section for the hydrophobic
effect (0.20 and 0.23 kJ mol21 Å22)7,21 are larger than the
solvent transfer value9 (0.125 kJ mol21 Å22, which cannot
benefit from the type of cooperativity described). While it is of
course also possible that the conformational bias of the Ala-
containing peptides (relative to Gly-containing) might improve
binding site affinity and so contribute to the strengthening of the
adjacent hydrogen bond, the larger apparent value of the
hydrophobic effect from the ‘binding site’ vs. ‘solvent transfer’
experiments is understandable from a common viewpoint: the
addition of binding affinity, or the restriction of motion, at one
point in the binding site can improve the binding affinity in an
adjacent site.

In summary, real systems will always have residual motion.
The addition of an extra interaction will typically (in a strain-
free system) reduce adjacent motions and improve the free
energy of binding of adjacent groups. Therefore, attempts to
estimate the binding affinities of specified groups will, in strain
free systems, tend to give values that are too large. This
consequence has been exemplified for the hydrophobic effect
above, and also implies that the apparent amide–amide bond
strengths in water of 0–8 kJ mol21 are probably benefiting from
other cooperative interactions, and are therefore likely to be
over-estimates. This conclusion is consistent with recent
calculations, which suggest that the enthalpy of formation of
peptide hydrogen bonds is close to zero.27

6 Model 3: Binding where A and B can adjust their
structures on association

In the light of the formalism of eqn. (1), it has perhaps been
inevitable that many studies of weak interactions have sought
the origins of experimental binding energies by an examination
of the interactions of A and B with solvent and of the interface
between these two entities. This approach will be invalid if A
and B change their internal structures upon association.
Therefore, if one or more of the associating components is a
folded polypeptide (essentially all biological receptors) or a
polymer of DNA or RNA which is involved in duplex or folded
structures, then the binding energy of the two components
cannot reliably be sought at the binding interface, even after
consideration of the energetics of desolvation of this interface.
If we temporarily ignore the interactions with solvent, then in
such cases a more appropriate form of the equilibrium constant
would be given by eqn. (6).

A + B"AA·BA (6)

Eqn. (6) recognises that once A and B have associated, then
typically, they no longer exist. Rather, they have been replaced
by modified entities AA and BA. Crucially, the formalism of eqn.

(6) emphasises that the binding energy between the two entities
that come together is not simply a property of the interface
between them, but also is dependent upon the modifications of
the internal structures of A and B (A ? AA and B ? BA).
Although it might be argued that so much is self-evident,
reference to the literature indicates that this is so for many
authors, but equally not so for many others. It is a common
practice to rationalise the observed binding energy between A
and B by examination of the interface between them, and to
ignore the consequences of the changes A? AA and/or B? BA.
These changes may at one extreme take the form of obvious
structural modifications, but at the other extreme may in
principle involve essentially no structural reorganisation but
simply a ‘tightening’ (or a ‘loosening’) of the internal structure
of A when it is modified to AA (or of B when it is modified to BA).
Where these consequences can be considered, it may be
possible to make semi-quantitative adjustments for the re-
organisation B? BA, where B is a small substrate but, so far as
we are aware, never for A ? AA where A is a large receptor.
Calculations might attempt to account for the free energy
change and even to include the effect of solvent, but the
forcefields currently in use are not sufficiently accurate to give
reliable free energy changes for systems involving large
receptors.‡ So, the binding affinities of greatest interest cannot
be readily understood in molecular terms. We present below a
relatively simple example of this complication.

7 Cooperativity beyond the interface

While some glycopeptide antibiotics show no measurable
propensity to dimerise (e.g. teicoplanin), some do strongly (e.g.
eremomycin).29 In general, the antibiotics dimerise more
strongly in the presence of bacterial cell-wall mucopeptide
precursor analogues than in their absence.29 For example, the
dimer of the glycopeptide antibiotic eremomycin has Kdim = 3
3 106 dm3 mol21 in the absence of di-N-acetyl-Lys-d-Ala-
d-Ala, but Kdim = 3 3 108 dm3 mol21 in its presence. It follows
from a thermodynamic cycle that di-N-acetyl-Lys-d-Ala-d-Ala
is bound by a factor of 10 more strongly by the dimer than by the
monomer (each site of the dimer binds cell-wall analogue with
the same affinity.30) The basis for at least part of this
cooperativity can be seen from the structure of the ligand-bound
dimer [Fig. 4(a)]. The antibiotics showing the largest dimerisa-
tion constants have, in addition to the four hydrogen bonds at
the dimer interface [heavy dashed lines in Fig. 4(a)], two
additional hydrogen bonds. These two bonds are from the
alkylammonium ions of the amino sugars (which are unique to
the strongly dimerising antibiotics) to amide carbonyl groups in
the other half of the dimer [Fig. 4(b)]. The alkyl ammonium
ions, one at each end of the head-to-tail dimer, are brought into
the proximity of the cell-wall analogue carboxylate anion [one
in each half of the dimer; Fig. 4(b)]. The resulting Coulombic
attraction can tighten binding at both the ligand–antibiotic and
dimer interfaces (Fig. 4). One way of looking at this
cooperativity is that strong dimer formation also makes for the
formation of a salt bridge which is mediated through an
intervening amide bond [arrowed in Fig. 4(b)]. The evolution of
this sophisticated interaction suggests that dimers may work
more efficiently than monomers in antibacterial action, and
indeed this has been shown to be the case.31 However, in the
present context, the relevant questions are:

(i) in the promotion of the dimerisation constant of eremomy-
cin from Kdim = 3 3 106 to Kdim = 3 3 108 dm3 mol21 by
ligand, can we infer anything useful about the origin of the extra
binding energy?

‡ The difference in binding affinities (DDG) of two closely related ligands
to a common receptor of moderate size had been calculated with impressive
accuracy,28 but this accuracy is only possible because relatively large
systematic errors in the calculation are removed by difference.

Scheme 2
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(ii) similarly, in the promotion of the binding of di-N-acetyl-
Lys-d-Ala-d-Ala to the dimer over the monomer by a factor of
10, can we infer anything useful about the origin of the extra
binding energy?

These questions have not yet been addressed by experiment.
Yet what seems to be a physically reasonable model, represent-
ing dimer by 8, ligand-bound monomer by 9, and ligand-bound
dimer by 10, gives plausible insights (in these diagrams, the +
signs represent the ammonium ions of the amino sugar, and the
2 signs represent the negative charge of the carboxylate ion of
the cell-wall analogue ligand). Since there is little doubt that at
least part of the cooperativity is due to the Coulombic attraction
between these two opposite charges, the models 8 to 10 suggest
the following.

In the case of question (i), part of the extra stability of the
dimer structure 10 over the dimer structure 8 lies in the stronger
binding of the ligand in 10 relative to its binding in 9. That is,
when two of the entities shown in 9 come together to give one
of 10 then, compared to the formation of 8 from two antibiotic
monomers, part of the increased binding energy will come from

the fact that ligand is bound more tightly in 10 than 9. In other
words, in the increase of the dimerisation constant by a factor of
100, some of the favourable free energy should come from the
‘tightening’ of the ligand–antibiotic interface upon dimerisa-
tion. The Coulombic attractions which are unique to 10 (and
indicated by double-headed arrows in this structure) can be
expected to lead to strengthening of the weak interactions at all
three interfaces present in 10. It is for this reason that we have
schematically inferred bond-shortening at all three interfaces in
10 relative to 8 and 9.

In the case of question (ii), the analysis is of course equally
relevant in illustrating how the increased affinity of the ligand
for the dimeric receptor (10) over the monomeric receptor (8)
cannot be simply ascribed to the strengthening of the weak
interactions at the ligand–receptor interface in 10 relative to 9.
It will in part be also due to the strengthening of the weak
interactions at the dimer interface.

These models illustrate in a simple way the potential origins
of binding affinity which is remote from the binding interface.
In large systems, this makes the prediction of binding constants
more difficult because interactions remote from the binding site
may significantly contribute to the overall binding constant.

8 Can binding affinities be reliably predicted?

The extensive and subtle changes which can affect binding
affinities, as outlined in the preceding sections, suggest that
relatively accurate de novo predictions of equilibrium constants
for associations of extended networks are not likely to be
achieved in the general case in the near future.

Despite the problems in the search for a solution that is
universally valid, the use of eqn. (5)21,32 has recently been
extended by Bohm, and with a surprisingly good outcome for a
limited data set.33 In this work, the four terms (DGt+r + DGr +
DGh + SDGp) of eqn. (5) are used, but the last of these (for
binding electrostatic attractions) is sub-divided into two
terms—one for formally uncharged hydrogen bonds (DGhb) and
a second for a polar interaction involving a charged entity
(DGionic). A set of 45 interactions of experimentally known
binding constants was then considered, where ligands of
relatively small molecular mass (66 to 1047) interact with
proteins. Since the modified form of eqn. (5) has only five
unknowns, and the 45 interactions involve different combina-
tions of these unknowns, average values for the five parameters
can be obtained. From this training set, the average contribution
from a neutral hydrogen bond of ideal geometry was 24.7 kJ
mol21, from the corresponding ionic interaction was 28.3 kJ
mol21, from the hydrophobic effect was 20.17 kJ mol21 Å22,
and from the restriction of a rotatable bond was +1.4 kJ mol21.
The average opposition to binding from DGt+r was +5.4 kJ
mol21. This energy function reproduced the binding constants
of the training set (which experimentally range from 40 to 2.5 3
1013 dm3 mol21) with a standard deviation of 7.9 kJ mol21,
corresponding to 1.4 orders of magnitude of binding affinity.

These results are approximations which may be very useful,
and merit some comment. First, the values obtained for the polar
interactions are in good agreement with those obtained by other
approaches,11–13,16 although for the reasons presented earlier
these should perhaps best be regarded as apparent binding
energies12,34,35 rather than as localised bond energies. Second,

Fig. 4 (a) The structure of the antibiotic dimer (backbone only) bound to
ligand (N-acetyl-d-Ala-d-Ala). The hydrogen bonds at the dimer interface
are represented as broad dashed lines and those in the ligand binding pocket
as narrower dashed lines. (b) The strongly dimerising antibiotics have an
amino sugar on residue 6 which has a Coulombic interaction with the
carboxylate of the ligand. This is essentially a salt bridge mediated by the
peptide bond between residues 2 and 3.
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the value for the hydrophobic effect is in reasonable accord with
that from other work, being intermediate between that from
solvent transfer experiments (20.12 kJ mol21 Å22)9 and from
the deletion of methyl groups in binding sites (20.20 to 20.23
kJ mol21 Å22).7,21 Third, the cost of restricting a rotatable bond
is somewhat less than that found for the melting of crystals (2 to
3 kJ mol21),6 and may reflect the fact that rotations are
somewhat less restricted in these binding sites than they are in
crystals. Fourth, the average value of DGt+r of +5.4 kJ mol21 is
remarkably small. It represents only about one tenth of the
maximum theoretical entropy loss (corresponding to complete
immobilisation of the ligand). If it is assumed that this estimate
is realistic (Bohm notes that this parameter is the most uncertain
of all those derived), then it may reflect small average
exothermicities of association of these ligands to their protein
receptors in water—a suggestion which seems physically
plausible. Last, it is noteworthy that one of the largest errors in
the estimated binding constants is found for the streptavidin–
biotin interaction (Kcalc = 1010.75 vs. Kexp = 1013.4 dm3 mol21).
In a sense, this is remarkably good agreement for such high
affinity binding, when computed by a simple method. But it
should be noted that this measure of agreement was only
obtained by regarding the ureido group of biotin as a charged
entity (following the suggestion of Weber et al.),36 despite the
fact that it is formally uncharged. This is perhaps an attempt to
rationalise the origins of binding energy at an interface, where
in fact the origins are probably much more complex in this
case.37 Despite such problems, the application of eqn. (5) in the
approach of Bohm gives impressively accurate predictions
overall, and as a pragmatic and simple approach, it has much to
commend it. It will be of great interest to see how it performs
with a wider set of associations, or possibly also after further
refinement.

Another promising approach to predict the binding affinity of
novel ligands for receptors of known three-dimensional struc-
ture is currently being explored.38 This method, known as
VALIDATE, gives an absolute average error of only 1.45 log
units between experimental and computed binding constants for
11 thermolysin inhibitors which were not part of the training set
(though other thermolysin–ligand interactions were in the
training set). Additionally, for a set of 14 inhibitors where
neither the ligands nor the specific receptors were included in
the training set, the technique gave estimated binding constants
that had an absolute average error of only 0.68 log units relative
to the experimental values.

Both of the above semi-empirical methods may lack an
accurate physical description of binding processes, but their
importance lies in the reasonable success of their predictions.

Conclusions

In studying weak interactions, we have considered the play-off
or compensation between electrostatic bonding and the restric-
tion in motion. These two terms form the basis of our attempt,
for gas phase interactions and those occurring in non-polar
solvents, to factorise the observed free energy of binding into its
component parts. For associations in water, we have developed
an approach where the hydrophobic effect, and internal
rotations in the associating molecules are taken into account
such that some prediction of binding constants and their
component parts can be made.

Further, we note that in biological systems, cooperativity
both at the binding interface and remote from it, can contribute
significantly to the observed free energy; see also ref. 37. That
is, the sum of the isolated component parts is less than the whole
observed binding energy. Because the entropic cost of an
association is variable, this complication cannot be removed by
simply trying to factor out the entropic term. Motion and
bonding are intrinsically linked. Despite these complications,
current semi-empirical approaches for the estimation of binding

affinities are giving promising results. Weak interactions may
still be ill understood, but they are giving up their secrets.
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